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1. Prelude: epistemic crisis and distrust of experts 

A recently popular narrative among the intellectual classes is that America (perhaps along with some 

other Western nations) is in an “epistemic crisis”.1 Roughly, the idea is that we live in a time where 

there is deep and fundamental disagreement not just about values, but about basic empirical facts: the 

reality of climate change; the legitimacy of election results; the safety and efficacy of vaccines; the 

existence of racism in American society; and so on. Many citizens cluster into one of two large “tribes” 

whose conceptions of social and political life are radically divergent; in picturesque terms, “alternate 

realities”. Not only do the tribes disagree about the facts, but they trust virtually none of the same 

sources of information and evidence: one side trusts the “mainstream” (i.e. liberal or centrist) media, 

academic institutions, and scientists; while the other trusts Fox News, other (more radical) news 

outlets, religious authorities, law enforcement, and—of course—Donald Trump. This makes their 

disagreements virtually impossible to practically resolve: almost any evidence that one could appeal to 

in trying to convince someone on the other side will simply be rejected by that side as coming from 

an unreliable or biased source (Lynch 2020). 

As this characterization of our epistemic crisis makes clear, part of the (alleged) problem is a 

large sector of the citizenry distrusts the experts—or, at least, the establishment experts, whom those 

alleging the problem tend to assume are the ones with genuine, and not just claimed, expertise. 

Famously, the UK politician Michael Gove—a leaving campaigner for Brexit, which the vast majority 

of economic experts (largely correctly2) predicted would be economically disastrous—dismissed this 

expert consensus with the proclamation that “people in this country have had enough of experts […] 

from organizations with acronyms saying that they know what is best.”3 And the last decade has seen 

the advent of books with titles like The Death of Expertise (Nichols 2017), written by those who—unlike 

Gove—see this trend as something to be deeply regretted. Empirical work does suggest fairly 
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widespread (and increasing) distrust of establishment experts.4 While this distrust is most pronounced 

among those on the right, there are some issues (and corresponding domains of expertise) on which 

those on the left distrust the experts—notably, on economics. For example, those on the left often 

reject the expert consensus5 that developed countries dismantling protectionist measures is 

economically beneficial for both developed and developing countries.6  

2. The philosophers’ solution: deference to experts 

Many contemporary epistemologists (i.e., philosophers who specialize in the study of knowledge and 

rational belief) agree that this distrust of experts, and refusal to accept their claims, is not only socially 

harmful but also irrational. An increasing number of epistemologists advocate a radical form of deference 

to experts, whereby on complex scientific and policy issues, one does not even try to evaluate the 

primary data and evidence for oneself, but rather quasi-automatically accepts the expert consensus 

(Huemer 2005; Zagzebski 2012; Ahlstrom-Vij 2015; Grundmann 2021; Matheson 2024). The key 

argument for this prescription starts with the claim that given the complex and technical nature of the 

evidence pertaining to these issues, ordinary citizens typically lack the competence to understand this 

evidence and reach a well-founded evaluation of the conclusions it supports. For example, 

understanding climate data and drawing conclusions from it requires a level of technical proficiency 

that laypeople simply lack. When we lack this competence, these epistemologists claim, it is 

irresponsible to even try to gather and evaluate the evidence for ourselves—or, in a contemporary 

phrase, to “do our own research” (Levy 2022; Ballantyne et al. 2024). Instead, we should simply defer 

to those who do have the relevant competence. By doing so, we stand a better chance of arriving at a 

true belief. 

This development in epistemology is a significant piece of intellectual history because it 

represents a turn away from a venerable tradition that stresses the primacy of intellectual autonomy—

of interrogating, rather than uncritically accepting, the claims of those in authority.7 This normative 

orientation continues to be tacitly assumed in the rhetoric and practice of much contemporary 

Western liberal education, which often presents itself as equipping students to “think for themselves,” 

“challenge orthodoxy,” or “reach their own conclusions.”8 And indeed, some philosophers continue 

to push back against the enjoinment to uncritically defer to experts, and to stress the value of at least 

a modest degree of epistemic self-reliance (Hazlett 2016; Lackey 2018, 2021). Others have identified 

ways in which deference to experts is not a panacea for our epistemic troubles—for example, by 

pointing out that figuring out which experts to defer to (or perhaps, who even counts as an expert in 

 
4 See e.g. Kennedy, Tyson & Funk (2002); Kennedy & Tyson (2023). 
5 See Whaples (2006). Some recent work in economics (e.g. Autor et. al 2016) has put some pressure on the contention 
about the effect on developed countries, but the positive effect on developing countries is still very widely accepted. 
6 See e.g. Rankin (2001: 359); Guisinger (2017: 176-7). This consensus is also rejected by many on the contemporary 
populist right, and seems to be accepted most by centrists and moderates. 
7 A classic historical source is Kant (1784/1996). For an interesting discussion of some similar ideas in classical Chinese 
philosophy see Tiwald (2023). 
8 For example, here is the oft-quoted American Association of University Professors (AAUP) 1915 Declaration of 
Principles on Academic Freedom and Academic Tenure: “the university teacher […] should, above all, remember that his 
business is not to provide his students with ready-made conclusions, but to train them to think for themselves.” 

https://www.aaup.org/NR/rdonlyres/A6520A9D-0A9A-47B3-B550-C006B5B224E7/0/1915Declaration.pdf
https://www.aaup.org/NR/rdonlyres/A6520A9D-0A9A-47B3-B550-C006B5B224E7/0/1915Declaration.pdf
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the first place) can sometimes be almost as hard as trying to reason for oneself about an issue (Millgram 

2015: ch. 1, appendix A; Nguyen 2020; Ballantyne 2022). 

My aim in the remainder of this essay is to highlight a reason for caution about deference to 

experts that is distinct from all those just mentioned, which I will call the problem of covert normative 

judgments in expert testimony. My aim is not to argue that we should never defer to experts, but to raise 

to prominence a danger of deference (and a complication for its rationality) that I believe has received 

insufficient attention.9 Awareness of this problem is important not just for laypeople considering 

whether to defer, but also for experts themselves. Accordingly, I will ultimately conclude with some 

reflections on how experts can be appropriately cognizant of the problem in issuing testimony and 

advice, and in so doing, make this testimony more worthy of deference. 

3. Descriptive vs. normative judgments 

Philosophers and social scientists frequently distinguish descriptive judgments and normative 

judgments. Very roughly, descriptive judgments are judgments about how the existing world is. Most 

descriptive judgments are empirical: they are to be settled through empirical observation and scientific 

methods. By contrast, normative judgments are judgments about how the world ought to be, what 

people ought to do (or believe, intend, hope for, etc.), or whether (aspects of) some existing or possible 

state of affairs is good or bad, valuable or disvaluable.10 Normative judgments include, though are not 

exhausted by, moral judgments. People’s normative judgments are often also called their “values” or 

“value judgments.”11 

To take an example that might arise in the context of expert testimony, the judgment that 

broccoli boosts immune health is a descriptive judgment, whereas the judgment that you should eat 

more broccoli is a normative judgment. Of course, like many other normative judgments, the 

normative judgment that you should eat more broccoli might be partly based on the descriptive 

judgment that broccoli boosts immune health. But if it is, it is also—perhaps tacitly—based on further 

normative judgment(s), which might include something like: “even if you dislike broccoli, boosting 

immune health is more important than avoiding the unpleasant taste”. While this judgment may be 

very plausible, the crucial point for our purposes is that it must be added to the descriptive judgment 

that broccoli boosts immune health in order for the specific normative judgment that you should eat 

more broccoli to logically follow. When someone makes a specific normative judgment A on the basis 

of a descriptive judgment B, but some other normative judgment C is required to derive the specific 

normative judgment, we can say that they (again, perhaps tacitly) presuppose or assume C. 

Philosophers sometimes call our most fundamental normative judgments—ones that, 

plausibly, are not themselves based on any descriptive judgments—the “pure” normative judgments, 

 
9 This is not to say that my argument is entirely without precedent. I will be building on insights of others, including 
Douglas 2008; Elliott & Resnik 2014; Bennett 2020: esp. 251-2; Harvard et al. 2021; Duijf 2021: esp. 9290; and Barnes 
forthcoming. But my precise framing of the problem as an issue for deference is, to my knowledge, largely original. 
10 Some philosophers use ‘normative judgment’ more narrowly to refer to judgments about what people ought to do and 
distinguish it from evaluative judgments, which concern good and bad. Here I will use the term in the broader way that 
encompasses both of these things. 
11 I prefer the term ‘normative judgment’ because ‘value judgment’ might suggest that all of the judgments involved are 
evaluative judgments of good and bad (cf. the previous footnote). But not all judgments about what we ought to do are 
obviously founded in judgments of good and bad; this is a controversial metanormative assumption. 
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in contrast to more specific or “impure” normative judgments (McGrath 2009). Pictorially, this model 

can be represented thus: 

 

 

 

 

 

 

4. Deference about normative judgments? 

Strikingly, while (as we’ve already seen) many philosophers think you’re required to defer to experts 

about descriptive matters, many philosophers think that in sharp contrast, there’s something deeply 

problematic or strange about deferring on normative, especially pure normative matters. The point is 

most often made with respect to moral judgment (Driver 2006; Hills 2009; McGrath 2009). Suppose, 

for example, that you are wondering whether meat-eating is morally permissible. And suppose you 

ask someone whether it is morally permissible and they say it isn’t. It would be odd, these philosophers 

think, if you now just believed that meat-eating is not morally permissible purely on their say-so, 

without asking them for the reasons and trying to understand them. Note that this contrasts with 

many descriptive cases: it’s not odd, the thought is, to simply accept the testimony of a climate scientist 

when they say that global temperatures are rising due to human activity without asking for or trying 

to comprehend the evidence on which they base this judgment.  

A bit of qualification is required about the moral case. You might defer to someone on whether 

meat-eating is morally permissible without any oddness under certain conditions. Whether meat-eating 

is morally permissible is, arguably, an impure moral question: it depends on certain descriptive facts—

perhaps, on whether (certain) animals feel pain, or the conditions under which they are bred, or 

whether individual meat-eating causally contributes to the production of meat for consumption. 

Suppose that the reason why you are currently uncertain about whether meat-eating is morally 

permissible is just that you are uncertain about these descriptive facts. You might then defer to 

someone who is an expert about these descriptive matters about whether meat-eating is morally 

permissible, if you assume that this person shares your values, your pure moral judgments. Here, you 

are effectively deferring to them about whether the descriptive facts are such that (by your shared 

values) meat-eating is morally permissible. This is not odd. What is supposed to be odd, though, is 

deferring to pure moral judgments, or to impure moral judgments when the pure moral judgments 

they depend on are in question or not known to be shared.  

Different philosophers have given different explanations of why this is odd, and in particular 

of why it is odder than deference about descriptive matters. An immediate candidate explanation might 

be that we can’t gain moral knowledge by testimony. But participants in the literature almost 

universally reject this explanation. Instead, they appeal to other explanations: for example, that moral 

deference is problematic is because we can’t gain moral understanding by testimony (Hills 2009), or 

because there is something distinctively morally problematic about deferring on moral matters 

“Impure” normative judgment  

Descriptive judgment  “Pure” normative judgment  



5 
 

(Hopkins 2007; Crisp 2014). Others think that the difference is simply due to the fact that while there 

are experts about (many) descriptive facts, there is no such thing as a moral expert: (pure) moral 

thinking is equally accessible to everyone, and requires no special expertise or access to any particular 

evidence (Williams 2005: 205; Davia & Palmira 2015). Still others think that it is because there are no 

objective moral facts to defer about; morality is relative to individual judgment or moral judgments 

are expressions of personal preferences (McGrath 2011, though she does not definitively endorse this 

explanation). And still others that think that in the final analysis deference about moral matters is not 

odd after all; or, at least, that even if it seems a little strange, there is nothing truly wrong or irrational 

about it (Sliwa 2012; Enoch 2014; Wiland 2017). 

For our purposes, we do not need to settle this debate, for the crucial point is this: even if 

there are experts about moral (and more broadly, normative) matters, and even if it’s rational to defer 

to them, there is little reason to think that those with expertise about descriptive (e.g., scientific) matters 

have special moral expertise about related normative issues. Return to the broccoli example. A doctor 

or nutritional scientist might be an expert on whether broccoli boosts immune health. But do they 

really have any special expertise on the normative question of whether boosting your health is more 

important than avoiding foods you dislike? I think they do not: this is a normative judgment that 

doctors have no special authority with respect to.  

The broccoli example may seem silly or trivial, but we don’t have to change it too much to get 

something that is more interesting. For example, a doctor might be an expert on the negative effects 

of consuming fatty foods or alcohol and how they can shorten your length of life. But there’s actually, 

a genuine, non-obvious normative question about whether a long life is necessarily better than a 

shorter life where you get to eat and drink what you like. And doctors have no special expertise with 

respect to that. 

Let’s consider some higher-stakes examples. Economists may be experts with respect to the 

descriptive question of which policies will boost overall GDP, but they have no special expertise with 

respect to the normative question of how important boosting overall GDP is relative to ensuring 

equality (cf. Barnes forthcoming). Epidemiologists might be experts about what measures most 

effectively combat the spread of infectious diseases, but they have no special expertise with respect to 

the normative question of the relative importance of avoiding the spread of these diseases as compared 

with other socially desirable outcomes such as presenting social isolation and mental health crises, the 

educational benefits of in-person instruction, and so on. Climate scientists are experts with respect to 

whether and why climate change is happening, but they have no special expertise about our moral 

responsibilities to future generations and how to weigh these against short-term economic pains (cf. 

Broome 2012). 

It’s not, of course, that scientists and other experts should be forbidden from making 

judgments about these normative matters. Scientists are human beings too, and it is part of the life of 

a human being to make normative judgments. What is problematic is their (perhaps tacitly) claiming 

expertise about such matters, or claiming that they should be deferred to about them. This is an instance 

of what Nathan Ballantyne (2019) calls “epistemic trespassing,” where someone claims expertise about 

a field outside their genuine field of expertise. Moreover, even when scientific experts do not claim 

expertise about normative matters, ordinary people may treat them as having expertise about those 
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matters, perhaps in part because they don’t clearly distinguish between descriptive matters and related 

normative matters. This too is problematic, if scientific experts have no genuine expertise about these 

normative matters. 

5. The problem of covert normative judgments in expert testimony 

So far, we might think insofar as there is a problem here, the solution is obvious. We should just defer 

to the technical or scientific experts about descriptive judgments (or, more precisely, the domain of 

descriptive judgments that they are experts about), but not about normative judgments.  

 The problem, though, is that almost by their very nature, scientific or policy advice and 

recommendations necessarily incorporate, or are based on, both descriptive and normative judgments. 

For pieces of advice or recommendations are claims about what we ought to do—specifically, they tend 

to be what we earlier called “impure” normative judgments, that themselves depend upon both 

descriptive and (perhaps tacitly) pure normative judgments. Returning to an example just mentioned, 

suppose an epidemiologist says, in the middle of the COVID-19 pandemic, that we should keep 

schools closed rather than reopening them. This is an impure normative judgment, partly based on 

descriptive judgments about the effects of reopening schools on the spread of COVID-19, but also 

partly based on further normative judgments about the relative importance of preventing this spread 

as compared with the benefits of in-person instruction (on educational outcomes, on mental health, 

and so on). Thus, if we want experts to be in the business of giving advice at all—rather than just giving 

entirely neutral statements of the facts without making any consequent recommendations—it is hard 

to see how to defer to this advice without, in effect, deferring to them on both descriptive and 

normative matters. We seem to face the choice of either deferring on both or deferring on neither—

neither of which is ideal. 

 The problem is further intensified by the fact that often, it is not obvious that (or which) 

normative judgments are lurking in the background of experts’ testimony. When there is a normative 

judgment in the background of expert advice, but it is not obvious that this is so, I will say that it is a 

covert normative judgment. Let’s explore a few ways in which this can be so, roughly from the most 

obvious to the most subtle.  

First, and most simply, laypeople might simply not appreciate the point I just made, that there 

are always normative judgments in the background of advice. Some of the public discourse around 

“following the science” makes it sounds as if descriptive science on its own—without any further 

normative judgments—can just dictate what ought to be done, which suggests a lack of appreciation 

of the exact point just mentioned. Those who don’t appreciate this point may unwittingly defer to 

experts’ normative judgments, simply just not realizing that these judgments are there in the 

background of their advice. 

 Second, even when we do appreciate that there are normative judgments in the background 

of expert testimony, it is sometimes impossible to know which normative judgments are in the 

background. Return to the example of the epidemiologist who says we should keep schools closed. 

This advice seems to reflect some sort of judgment that the effects of re-opening schools on the 

spread of COVID-19 will be severe enough to outweigh the benefits of in-person instruction (both 

for students’ educations and for their mental health). But the advice itself doesn’t make clear what 



7 
 

kind of normative judgment about the relative priority of these goals is being made. It could be that 

the epidemiologist accepts that it can be legitimate to accept a moderate degree of spread of COVID-

19 in order to secure the benefits of in-person instruction, but thinks that in these conditions the effect 

of re-opening on the spread of COVID-19 will be truly catastrophic. Or it could be that the 

epidemiologist thinks that prevention of the spread of COVID-19 should be given absolute (or almost 

absolute) priority over the benefits of in-person instruction, and so that even a modest increase in the 

spread of COVID-19 (as a result of re-opening) cannot be tolerated. We cannot tell, just from the 

advice, what normative judgment is being made; and thus we cannot be sure whether we share the 

normative judgment and hence can rationally defer to the overall advice. 

 Third, there are judgments involving concepts that look descriptive but are in fact (partly) 

normative, and thus that don’t wear their normativity “on their sleeves.”12 Consider for example the 

WHO’s recent proclamation that “there is no safe level of alcohol consumption.”13 It might seem that 

judgments about what is safe, medically speaking, are straightforward descriptive judgments. But as 

several commentators noted in the wake of the pronouncement, if ‘safe’ means ‘completely risk-free’, 

then it would also be true that there is “no safe level” of crossing the road or driving. Yet the WHO 

doesn’t say that. This suggests that they are tacitly making a normative judgment that those things are 

worth the risk whereas the enjoyment of alcoholic beverages (even in moderation) isn’t. In that case, in 

their usage, ‘safe’ doesn’t mean ‘completely risk-free’ but rather something more like ‘low-risk enough 

that the benefits are worth it’. But then the concept of something’s being ‘safe’ is actually covertly 

normative, and their judgment that there is no safe level of alcohol consumption is a covert normative 

judgment. Again, WHO officials have no special authority with respect to the normative judgment 

that the risks of moderate alcohol consumption aren’t worth the enjoyment of it, yet they presented 

themselves as experts on this matter giving official advice. 

 Fourth and finally, even when we confine ourselves to judgments that really are fully 

descriptive, many philosophers of science have suggested that the scientific process that produces these 

judgments is nevertheless unavoidably infused with normative judgments (Longino 1990; Douglas 

2000, 2008, 2009). Harvard et al. (2021) illustrate this point in detail with respect to a recent study of 

the risks and benefits of the AstraZeneca COVID-19 vaccine (which, readers may recall, was at least 

somewhat less effective than the competing Pfizer and Moderna vaccines [Cohen 2021] and has 

recently been withdrawn). As they point out, normative judgments unavoidably entered into this study 

at several points. First, they entered at the point of deciding that the study was worth undertaking in 

the first place (as opposed to deciding whether to continue offering the AstraZeneca vaccine on the 

basis of the existing evidence and using scarce scientific resources to investigate other questions). 

Second, they entered at the point of deciding which variables and outcomes were worth including in 

the model: for example, in including age, sex and “frontline status” as input variables but not including 

race, income, occupation or household size. This assumes, roughly, that the effect of the former 

variables on vaccine efficacy is more important to know about than the effect of the latter (or, perhaps, 

that the latter were unlikely enough not to make a difference, or difficult enough to investigate, as to be 

 
12 In a previous paper (Worsnip 2017), I called these judgments—ones that are presented as descriptive but are in fact 
normative—“cryptonormative judgments.”  
13 https://twitter.com/WHOWPRO/status/1655041779719364609  

https://twitter.com/WHOWPRO/status/1655041779719364609
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justifiably disregarded). Similarly, some adverse side-effects that could potentially result from the 

vaccine were not included as outcomes in the model, which again reflects a normative judgment that 

all-things-considered these outcomes were not crucial to investigate. Third, normative judgments 

entered at the point of deciding what level of evidence or certainty was needed to draw a conclusion 

from the data. As many philosophers of science have emphasized (e.g. Douglas 2000, 2008), deciding 

how much evidence to require before drawing a conclusion requires considering the risks of drawing 

a false conclusion as well as those of failing to draw a true conclusion. Again, the evaluation of how 

significant these risks are and hence of how much evidence we ought to require before reaching a 

conclusion involves normative judgment. 

 The point here is not that the normative judgments these scientists made were mistaken—

they may well have been well-justified and sensible. The point is rather that even to reach a descriptive 

judgment about the efficacy of the AstraZeneca vaccine, scientists had to make these normative 

judgments. That complicates the picture for deference because when we defer to scientists even on 

these purely descriptive judgments, we defer to them on judgments that were themselves shaped by 

normative judgments—which we may or may not share—and that might have been different had 

different normative judgments been employed. It also casts doubt on any solution to the problem of 

covert normative judgments that simply instructs scientists to stay out of making normative judgments 

(and any kind of advice or recommendation) and “stick to the facts.” Given the unavoidability of 

normative judgment in the scientific process, even that which is aimed at establishing purely 

descriptive facts, this may just not be possible. 

 Let’s take a step back. In this section, I’ve surveyed four ways in which expert testimony can 

covertly encode normative judgments. But why exactly is this a problem? The primary reason is that, 

as I’ve been continually stressing, scientists and other experts generally have no special expertise or 

authority with respect to normative judgments, and so there is no special reason to defer to them about 

these judgments. Thus, when their judgments, advice and recommendations encode both descriptive 

judgments (that they do have expertise with respect to) and normative judgments (that they do not), 

it is hard to reach an overall verdict about whether to defer to them. And, when the normative 

judgments are covert, we may think we are deferring to them only about the descriptive issues when 

we are in fact deferring to them about the normative ones as well. 

 This might not be such a big problem if we could generally expert scientists to make normative 

judgments that the majority of laypeople do (or would) share. But there may be reasons to expect 

scientists’ normative judgments to diverge from those of many laypeople. A key point here is that 

scientists and other experts are not demographically representative of the general population. In 

particular, they tend to be socioeconomically privileged (Morgan et al. 2022). As such, they may place 

insufficient weight on risks that matter more to the socioeconomically underprivileged. If this is so, 

then it can be quite reasonable for many laypeople to be cautious about deferring to experts who do 

not share their values, when these values are encoded into these experts’ testimony. 

 Indeed, we might worry that a society in which people deferred to experts on normative 

judgments, or on judgments that tacitly encode normative judgments, would fall short of important 

democratic ideals (Hazlett 2016; van Wietmarschen 2019). Even if we think that there is no democratic 

requirement for a society to be responsive to all of citizens’ ill-informed or irrational descriptive 
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judgments, it is much less controversial that a thriving democracy should reflects its citizens’ values, 

and not just those of an expert elite.14 If people were to uncritically defer to experts about matters that 

encode normative judgments, and to shape their political behavior accordingly, they might unwittingly 

contribute to fostering a political system that fails to represent their own values. This provides further 

reason for caution about encouraging people to defer to experts uncritically, at least about matters 

that involve normative judgment in whole or in part. 

6. What to do 

What can we do about the problem of covert normative judgments in expert testimony? A preliminary 

and basic point is that our current public discourse about deference to experts is too coarse. Those 

who encourage us to place more trust in experts tend to, in effect if not design, encourage us to defer 

to them about not just descriptive but normative judgments. This occurs whenever we are encouraged 

to uncritically defer to expert advice, which, as I’ve shown, by its nature presupposes normative 

judgments. On the other hand, those who encourage us to be place less trust in experts tend to throw 

the baby out with the bathwater, encouraging us to defer to them about neither normative nor 

descriptive judgments. Public discourse around deference to experts needs to more clearly distinguish 

descriptive and normative judgments—if not under that terminology, then under other terminology—

which in turn requires us to educate people about the distinction between the two.15 And it ought to 

recognize that scientific experts’ expertise generally pertains to descriptive rather than normative 

judgments, encouraging more deference about the former than the latter. 

 But this is not enough to address the problem, given the ways that expert testimony often—

sometimes unavoidably—incorporates both descriptive and normative judgments. In these cases, the 

problem can best be addressed by experts themselves, in the ways that they give testimony and advice. 

It would be too drastic to say that experts should refrain from making normative judgments, or from 

giving advice that encodes such normative judgments. As I’ve said, experts are human beings too, and 

like other human beings, it is natural for them to have (and share) opinions about what ought to be 

done. Moreover, in some cases, these opinions may be based on normative judgments that are largely 

uncontroversial, or at least widely shared. Indeed, as we’ve seen, the value-laden nature of the scientific 

enterprise makes it effectively impossible for scientists to refrain from making normative judgments that 

shape their ultimate judgments even about purely descriptive matters.  

 Instead, I join others (e.g. Douglas 2008; Elliott & Resnik 2014; Harvard et al. 2021) in calling 

on scientists and other experts to make the normative judgments that their advice is based on more 

explicit—that is, overt. Sometimes, this may require some reflection, unearthing normative judgments 

that they do not realize that they are making or assuming. If experts do this, laypeople will be in a 

better position to determine whether they agree with the normative judgments being made, and hence 

whether to defer to the experts’ overall advice. And we will all be in a better position to highlight the 

 
14 Cf. Christiano’s (2008) case for “values-only voting.” 
15 K-12 education currently teaches a distinction between “fact” and “opinion,” a distinction philosophers tend to dislike, 
both because it belies that one can have an opinion about a factual matter, and because it tacitly and contentiously assumes 
that there are no facts about normative (especially moral) matters (McBrayer 2015). I suggest that the related, but different, 
distinction between descriptive and normative judgments—without the assumption that all opinions are equally valid when 
it comes to normative judgments—would be a better distinction to teach. 
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ways in which experts’ normative judgments are contestable, and when appropriate, to democratically 

contest them.16  

 My argument for this conclusion has been based on the contention that if scientists make their 

normative judgments explicit, people will be in a better position to make informed deference decisions. 

However, though this is speculative, it is possible that it will also have the benefit of enhancing public 

trust in experts about the (descriptive) issues that they really are experts about. When experts fold value 

judgments into their testimony, this may feed into the sense that they are lecturing people or bossing 

them around, which in turn fuels resentment and distrust of experts. This resentment and distrust is 

plausibly part of what causes people to refuse to defer to experts even about purely descriptive issues. 

Whether experts’ tendency to make covert normative judgments is part of the causal picture in our 

current moment of distrust of experts, and whether making them overt would help to address this, is 

worthy of future empirical study.17 
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